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Abstract. A mathematical tool of multidimensional data mining aviation engine control system has 

been considered. It can be effectively applied for finding in both detailed and aggregated data the 

main sequence of the mathematical modeling: input of initial data and calculation of 

thermodynamic parameters; design of the engine flow path; calculation of engine parameters in the 

design mode with power simulation of turbomachines; design of the flow path of blade machines; 

strength design and mass analysis. The analysis of data of aviation engine control systems using 

decision trees is considered, which consists in choosing the method of branching by the values of 

predicted variables used to predict, the belonging of the analyzed objects to certain classes of values 

of the dependent variable. In accordance with the hierarchical nature of decision trees, such 

branches occur sequentially, starting from the root vertex, passing to the vertices-descendants, until 

further branching stops and "unbranched" vertices-descendants are terminal 

1. Inroduction

Modern requirements for the mathematical description of the engine and its properties at the initial

design stage allow at the stage of choosing its technical appearance as optimization variables, along

with the traditional parameters of the working process, the use of such indicators as the number of

stages of turbomachines, the number of blades, the power circuit, the range of applied materials and

other indicators characterizing the engine as a real design.

The software used to determine the geometric appearance and mass data of aviation gas turbine engines 

at the initial design stage, as a rule, is based on generalized dependencies that take into account the 

influence of the main process parameters and engine dimensions on its mass in the simplest engine mass 

models and on nodal mass models in detailed approaches. Mathematical models of the geometric shape and 

mass of the engine are being developed based on even more detailed information about the basic units and 

engine parts, up to the creation of a solid geometric model of the engine. 

The engine and its components are represented as consisting of elementary objects, which are 

simplified representations of real engine parts. Compliance level of elementary objects, which are 

simplified representations of real engine parts. The level of correspondence of elementary objects to 

real ones increases with the development of program versions. The nomenclature of elementary 

objects can also be expanded as the engine model is detailed. 

Basic geometric dimensions (diameters and lengths) of elementary objects are determined as a 

result of calculation and alignment of the flow path. For a more accurate determination of the shapes 
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of a number of objects, taking into account the detailed strength analysis, external software 

components are used. In this case, the concept of multilevel multidisciplinary modeling is 

implemented. The object-oriented approach is extremely convenient for operations of grouping, 

editing, determining the number and changing the properties of both the most elementary objects and 

groups of objects with varying degrees of generalization [1-3]. 

The goal of this research is to define the multidimensional data mining tool that should find 

patterns in both detailed and aggregated data of automatic control system (ACS) of aviation engine 

with varying degrees of generalization. 

2.  Aviation Engine Modeling Interface 

The interface script (QUEST and CART) includes the possibility of a two-level simulation of the flow 

path. In the case of designing a new engine (from a clean slate), a unit-by-unit thermodynamic 

calculation of the engine at the design mode and the linkage of the parameters of the flow path in 

relation to the number of stages, rotational speeds of rotors, diametric dimensions and other 

parameters of the units are carried out at the selected level of gas-dynamic and mechanical loading of 

the blade machines and supplied conditions of choice. The data obtained at the first level of modeling 

are the basis for modeling the flow path at the second level with a general description of the blades. 

CART-tool. CART (Classification And Regression Trees) is a program that, when building a tree, 

performs a full enumeration of all possible variants of one-dimensional branching [2]. 

The main differences of the CART algorithm from other algorithms are [2,3]: binary representation 

of the decision tree; function for the quality estimation splitting, tree pruning mechanism; final tree 

selection; regression tree construction. 

The QUEST and CART analysis options complement each other. In cases where there are many 

predictor variables with a large number of levels, the CART search can be quite lengthy. It also tends 

to branch out those predictor variables that have more levels. However, since a full enumeration of 

options is performed here, there is a guarantee that a branching option will be found that gives the best 

classification (in relation to the training set). 

In the CART algorithm, each node of the decision tree has two children. At each step of building a 

tree, the rule formed at the node divides the given set of examples (training sample) into two parts: a part 

in which the rule is executed and a part in which the rule is not executed. To select the optimal rule [5,6], 

the function of estimation the quality of the partition is used, which is based on the intuitive idea 

reducing impurity (uncertainty) in the node. In the CART algorithm, the idea of "impurity" is formalized 

in an index Gini . If the dataset T  contains n  class data, then the index Gini  is defined as [6]: 
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where ip  is the probability (relative frequency) of class i  in T . 

If the set T  is split into two parts 1T  and 2T  with the number of examples in each 1N  and 2N , 

accordingly, the quality index of the split is [6]: 
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The best partition is the one for which the minimum is )(TGinisplit . 

Let denote N  is the number of examples in the parent node, L , R  is the number of examples in the 

left and right children, respectively, il  and ir  is the number of instances of the і th class in the left and 

right children. Then the quality of the partition is estimated: 
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Since multiplication by a constant does not play a role in minimization, the following 

transformations of the selection criterion [6,7] are possible: 
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Thus, the best partition will be the one for which the value splitG
~

 is maximum. 

Less commonly, the CART algorithm uses other partitioning criteria Twoing, Symmetric Gini, etc. 

[8,9]. Options for end-to-end automated calculation are possible. 

The tree pruning mechanism is the most serious difference of the CART-algorithm from other 

tree construction algorithms. CART considers pruning as a compromise between two issues: obtaining 

a tree of optimal size and obtaining an accurate estimate probability of erroneous classification [10]. 

The main problem with pruning is a large number of everyone possible cut off subtrees for one 

tree. More precisely, if a binary tree has T -sheets, then there is approximately  T
5028369.1  

pruning of subtrees [10-14]. The basic idea of the method is not consider all possible subtrees, limiting 

yourself only 'best representatives' as estimated below. 

Let T  is the number of sheets of the tree, )(TR  is the classification error tree equal to the ratio of 

the number of incorrectly classified examples to the number of examples in the training sample. 

Define )(TC  is the total estimate of the T  tree as [14]: 

,*)()( TTRTC        (8) 

where T  is the number of sheets (terminal nodes) of the tree,   is some parameter varying from 0  to 

 . The total estimate of the tree consists of two components: errors of classification of a tree and a 

penalty for it complexity. If the tree classification error is unchanged, then with the increasing   the 

total estimate of the tree will increase. 

Let's define maxT  is the maximum in size tree which need to be pruning. If we fix the value of  , 

then it exists the smallest minimizable subtree  , that performs the following conditions: 

)(min))((
max

TCTC TT     

if ))(()(  TCTC  then TT )(   

The first condition says that there is no such tree subtree maxT , which would have a lower cost than 

)(T  for this value  . The second condition says, that, if there is more than one subtree, having a 

given full value, then we choose the lowest tree. 

Although   has an infinite number of values, there is a finite number of tree subtrees maxT . You 

can create a sequence decreasing subtrees of the tree maxT :  ,... 1321 tTTT   (where 1t  is root 

node of the tree) such that kT  is the least minimized subtree for ),[ 1k  k . This means, that you 

can get the following tree in sequence by applying prunning to the current tree. It allows you to 

develop an efficient algorithm for finding the smallest of the subtree to be minimized for different 

values of  . First tree of this sequence is the smallest subtree of the tree maxT  with the same 

classification error as maxT , i.e. ).0(1  TT  

For calculating 1T  in maxT , it is necessary to find any pair of sheets with a common ancestor that can be 
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combined, i.e. pruning in parent node without increasing classification error ),()()( rRlRtR   where 

r  and l  are sheets of node t . The search should continue until there will be no more such pairs. As a 

result, we get a tree with the same estimate as maxT  for 0 , but less branched than maxT . 

The next tree in sequence and the corresponding the value   is obtained as follows: 

Let tT  denote a branch of the tree T  with the root node t . Let define, for what values of   the 

tree tTT   will be better than T . If we pruning in node t , then its contribution to the total estimation 

of the tree tTT   becomes     )()( tRtC , where )(*)()( tptrtR  , )(tr  is the classification 

error of node t  and )(tp  is the proportion of cases that 'passed' through node t . Alternative option: 

,)(
n

m
tR   where m  is the number of cases of classified nodes is incorrect, and n  is the total 

number of classified nodes for the whole tree. 

The contribution of tT  to the total estimation of the tree T  is ,)()( ttt TTRTC    where 
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The tree tTT  t will be better than T  when   ).()( tTCtC    In this way: 

.)(*)(   tRTTR tt  Solving this equation for  , we get [15]: 
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pruning at node t  will be better than 1T . 

The main idea is as follows: calculate this value   for of each node in the tree 1T , and then select 

“low links”, i.e. nodes for which the quantity 
1
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these nodes to get 2T  is the next tree in the sequence. Then we continue this process for the resulting 

tree and so on until we get the root node [16]. 

Algorithm for calculating a sequence of trees. 

)0(1  TT ; 1,01  k  

While  noderootTk   do begin 

for all nonterminal nodes (sheets) in kTt   

1
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)(min1 tg ktk   

Get round from top to bottom all nodes and pruning those where 1)(  kk tg  so that get 1kT  

1 kk  

end 

Final tree selection. 

So, we have a sequence of trees, and need to select the best tree out of it, the one that can be used in 

further. The most obvious and most effective is selection of the final tree by testing on a test set. 

Naturally, the quality of testing largely depends on the volume of the test sampling and "uniformity" 
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of data that fell into the training and test sample. The tree, that gave the minimum classification error, 

will be the best. 

Regression tree construction. 

Creation a regression tree is a lot like a tree classification. Firstly, build a tree of maximum size, 

then pruning the tree to the optimal size. 

The main advantage of trees compared to other regression methods is the ability to work with 

multidimensional problems and tasks, in which there is a dependence of the output variable on the 

variable or variables of categorical type. 

The main idea is to divide the entire space into rectangles, optionally the same size in which the 

output variable is considered constant. There is a relationship between volume the training sample and 

the tree response error [16, 17]. 

The process of building a tree occurs sequentially. On the first step, get the regression estimate 

simply as a constant throughout space of examples. Consider the constant as the arithmetic mean the 

output variable in the training set. 

So, if denote all values of the output variable as ,,...,, 21 nYYY , then the regression estimate is 

obtained: ),()
1

()(ˆ
1

xIY
n

xf r

n

i i 
  where R  is the space of training examples, n  is the number of 

examples, )(xI r  is the indicator function of space is, in fact, a set of rules, describing the entry of the 

variable x  into space. Space R  viewed as a rectangle. In the second step, divide space in two parts. 

Some variable ix  is chosen and if variable of numeric type, then define: 

   axRxRaxRxR  :,: 21  

If ix  is of categorical type with possible values ,,...,, 21 qAAA  then some subset  nAAI ,...,1  is 

chosen and define 

    IAAAxRxRIxRxR q \,...,,:,: 2121   

The regression estimate takes the form [17]: 
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where  11 , RxiI i   and 1I  is the number of elements in 1I . 

The sum of the squares of the differences is used as an estimate: 

 



n

i

ii xfYE
1

2

)(ˆ  

A partition with the minimum sum of the squares of the differences is chosen. 

The partitioning continues until each subspace contains a small number of examples or the sum of 

the squares of the differences becomes less than a certain threshold. 

Conclusion 

The criteria for choosing the basic tool for creating an improved decision support system in the control 

processes of aviation engines has been developed and formulated according to the factors of 

complementarity of the potential of operational analytical processing and data mining. The expediency 

of using a complex combination analysis technology for the detailing operation of the ACS of the 

aviation engine was substantiated and the use of the CART software application for mathematical 

modeling of ACS of the aviation engine, which implements the functions of a binary representation of 

a decision tree, quality estimation splitting, tree pruning mechanism, final tree selection, regression 

tree construction has been considered. 

CART-tool is defined as the choice of branching option, is a complete search of trees with one-

dimensional branching by the CART (Classification and Regression Trees) method for categorized 
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and ordinal predicted variables. In this method, all possible branching options for each predicted 

variable are sorted, and there is the one that gives the greatest growth for the agreement criterion. 
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