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A neural network application for classification of a sign language dactylemes 

The issues of creating an application to solve the problem of dactylemes classification 
are considered. The problem of gesture classification is solved by creating a 
convolutional neural network, creating a collection of images for training, and 
applying computer vision functions. The proposed software may be used in the input 
subsystem of information and control systems. In particular, using such an application 
will facilitate communication with people with special needs.  

Nowadays, the communication of people with disabilities is still an actual 
problem. According to the World Health Organization, about 460 million people in the 
world suffer from hearing loss or impairment. According to the statistics [1] by the 
World Organization of the Deaf, the number of people who use the Ukrainian sign 
language is about 200 000. 

The presented work is devoted to the development of human-machine 
interface software for computer recognition of deaf-mute alphabet signs. Deaf people 
use two types of sign systems – the dactyl alphabet and sign language (gestural 
speech). The dactyl alphabet is a system of hand signs corresponding to letters, also 
referred to as dactylemes. 

The sets of symbols that make up dactyl alphabets differ for different 
languages. In some countries (e.g. in Great Britain), the symbols of the dactyl alphabet 
are shown with two hands. The Ukrainian dactyl alphabet suggests using one hand. 
Ukrainian dactylology is a system of one-handed finger signs (dactylemes), each of 
which corresponds to a letter of the Ukrainian alphabet. The terms "dactyleme" and 
"dactylology" are generally accepted and widely used both in domestic and foreign 
deaf-pedagogical and scientific literature [2]. In Ukrainian dactylology, there are 33 
dactylemes. 

In gestural speech, gestures do not denote individual letters or sounds, but 
rather whole words and concepts. There are gestural languages that have developed 
natively in the communication of deaf people; these languages were not originally 
based on the oral or written way of transmitting words as a sequences of sounds, and 
therefore they differ in structure from verbal languages. There is also a group of tracing 
gestural languages that reproduce the structure of verbal speech. These are a kind of 
"bridge" between the language of the deaf and the language of the hearing. It is 
important that the dactyl alphabet is part of the gesture language. 

Applications for gestural language recognition can make communication much 
easier for people who are deaf or hard of hearing. However, recognizing a gestural 
language is a complex task. For the correct translation of a gesture, you need to take 
into account the position and movement of the hand, facial expression and posture. A 
separate task is to identify the boundaries of the gesture in time (beginning and end). 
Dactylemes classification is no less important, but an easier task. 
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The simplest input device can be an ordinary web camera. The image obtained 
from it can be further processed to obtain information about the position of the user's 
hands. 

One should also mention specialized hardware and software solutions 
applicable for input subsystems: 

1. Sony Depthsensing Solutions, formerly a Belgian company named 
SoftKinetic, which develops gesture recognition hardware and software for real-time 
range imaging cameras. Their leading solutions are based on the use of time-of-flight 
(ToF) cameras [3]. This sensing technology allows to register the absolute position, 
movement and shape of environmental elements in 3D. A ToF camera measures the 
elapsed time (direct Time of Flight) or phase-shift (indirect Time of Flight) for the 
light reflected from the objects in the scene. The Time of Flight devices demonstrate a 
good operation range, a high field of view and sensor resolution. The ToF technology 
provides high distance accuracy and the obtained data are good for assured object 
classification. 

2. Ultraleap, a company that produces infrared tracking cameras and tracking 
software. Ultraleap Gemini [4] is the fifth generation of the Leap Motion Service – the 
computer software on that processes the images. Using a computer vision model for 
visual hand tracking, the software allows seeing the both user’s hands and starting 
interacting immediately, works for different hand anatomies, various lighting 
conditions, and compatible for different platforms and camera hardware. 

Next to the task of images obtaining, there is a problem of image classification. 
Image classification is a process performed with the aim to assign a certain class to an 
image [5]. As a rule, image classification refers only to images in which only one 
object is located and analyzed. 

Convolutional artificial neural networks are often used for image classification. 
A convolutional neural network implements a deep learning algorithm that can take an 
image as input, assign importance (weights and offsets) to different aspects (objects) of 
an image, and be able to distinguish one objects from another. The architecture of a 
convolutional neural network is similar to the structure of the connection of neurons in 
the human brain and was inspired by the organization of the visual cortex [6]. 

The architecture of a convolutional neural network usually consists of 
convolutional, aggregation (pooling) and completely connected layers. Convolutional 
and aggregation layers alternate among themselves. 

The number of input and output channels can be specified for each 
convolutional layer. This is necessary in order to calculate the number of inputs and 
outputs of the layers [7]. The number of inputs and outputs of the convolutional layer 
is found according to the formulas: 

 
 

where Wi is the width of the input image; Hi is the height of the input image;  
Ci is the number of input channels; 

 
 

where Wo is the width of the output image; Ho is the height of the output image;  
Co is the number of output channels. 
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The size of the image after passing through the convolutional layer is 
determined according to the formulas: 

 

 
 
where K is the size of the convolution kernel; P is an alignment factor (by default  
is 0); S is the step of the convolution (by default is 1); 

Convolutional neural network training is carried out on a set of data – 
dactylemes images that were previously divided into classes. In addition to the 
training data set, there should also be a test (training) set, on which the accuracy of 
the network classification will be checked after each training epoch. Since there 
are no ready-made data sets with dactylemes, the data are collected manually. The 
images in the set must have the same size, the same number of color channels, and 
the values of the inputs are reduced to some limited range (e.g. [0 ... 1]). 

Together with convolutional neural networks, computer vision is used for 
image classification – a branch of computer technology in which the scientific 
foundations of object recognition are developed and application systems are created 
that are capable of detecting and recognizing objects by analogy with the visual 
perception of environment by humans. The main tasks are the detection of a specific 
object on a specific digital image or video recording, or confirmation of its absence, 
identification of characteristic features, as well as counting or quantification of 
homogeneous objects [8]. 

The Python 3 programming language was chosen for the development of the 
application. Python includes the following deep learning libraries: PyTorch, 
TensorFlow, and Keras. 

PyTorch is an open source machine learning library for Python, used to 
develop and train neural network-based deep learning models. TensorFlow is an 
end-to-end open source platform for machine learning. It has a comprehensive, 
flexible ecosystem of tools, libraries, and community resources that enables 
researchers and developers to advance the state-of-the-art machine learning 
technologies, to easily build and deploy machine learning-based applications. Keras 
is a deep learning API written in Python that runs on the TensorFlow machine 
learning platform. It was designed with an emphasis on the possibility of rapid 
experimentation. The ability to move from an idea to a result as quickly as possible 
is the key to qualitative research. All three libraries are related to each other, and 
also have certain basic differences. Let's consider their comparative characteristics 
according to a number of key parameters. 

1. API level. Keras is a high-level API capable of running on top of 
TensorFlow, CNTK, and Theano. It has gained favor due to its ease of use and 
syntactic simplicity, which facilitates rapid development. TensorFlow is a 
framework that provides high-level and low-level APIs. Pytorch is a low-level API 
focused on working directly with array expressions. 

2. Speed of work. Keras performance is comparatively lower than 
Tensorflow and PyTorch. 
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3. Architecture. Keras has a simple architecture. The code using this library
is easier to read and more concise. Tensorflow is not very easy to use. PyTorch has a 
complex architecture and lower readability compared to Keras. 

4. Debugging. In Keras, you usually have to debug simple networks less
often. But in the case of Tensorflow, debugging is quite difficult. PyTorch has better 
debugging capabilities compared to the other two. 

5. Data set. Keras is generally used for small datasets as it is comparatively
slower. TensorFlow and PyTorch are used for high-performance models and large 
datasets that require fast execution. 

6. Popularity. With the growing demand in the field of Data Science, there
has been a huge growth in deep learning technology in the industry. Thanks to this, 
all three libraries have gained quite a lot of popularity. Keras tops the list, followed 
by TensorFlow and PyTorch. It has gained immense popularity due to its simplicity 
compared to the other two. 

So, the features of Keras are: fast prototyping; small data sets; support for 
multiple server systems. The features of TensorFlow are: large data sets; high 
productivity; functionality; detection of objects. The features of PyTorch are: 
flexibility; short duration of training; debugging capabilities. 

Finally, the Keras library was chosen because it can work with small data 
sets, because the self-collected data set is not large, and because it is comparatively 
simpler in use. 
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